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Visual analytics systems targeting laypeople, supporting 
shepherding, or containing direct explanations are rare. 
(WIREs 2021)
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Visual analytics systems targeting laypeople, supporting shepherding, 
or containing direct explanations are rare! (WIREs 2021)



Experts react differently to an unknown prediction model;
6 evolving themes affect their trust in the model. (TREX 2021)
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Usability, usefulness and needs, and model understanding affect 
appropriate trust. User-centred approaches are key for uptake of visual 
DSSs. (Agriculture 2022)
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Participants preferred data-centric explanations that provide local 
explanations with a global overview over other methods. (IUI 2023)
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Adolescents have different transparency needs; explanations may 
not be the most important to build initial trust. (IUI 2022)
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How was trust in the recommendations affected?

Placebo vs no explanationReal vs no explanation
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Control mechanisms do not necessarily increase trust; showing 
the impact of control is essential. (IUI 2023)



Control with impact vs no controlControl vs no control

How was trust in the recommendations affected?
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