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Available exercises Recommended exercise

Learner profile Predicted progress/risk

Textual prompt Exam question
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Explanations

How can we explain 
these black boxes?



Algorithmic Explainability

Darius Afchar, Alessandro Melchiorre, Markus Schedl, Romain Hennequin, Elena Epure, and Manuel Moussallam. 2022. 
Explainability in Music Recommender Systems. AI Magazine 43, 2: 190–208. https://doi.org/10.1002/aaai.12056 7

AI

https://doi.org/10.1002/aaai.12056
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Alejandro Barredo Arrieta et al. 2020. Explainable Artificial Intelligence (XAI): Concepts, taxonomies, opportunities and challenges 
toward responsible AI. Information Fusion 58: 82–115. https://doi.org/10.1016/j.inffus.2019.12.012

Riccardo Guidotti, Anna Monreale, Salvatore Ruggieri, Franco Turini, Fosca Giannotti, and Dino Pedreschi. 2019. A Survey of Methods 
for Explaining Black Box Models. ACM Computing Surveys 51, 5: 1–42. https://doi.org/10.1145/3236009

Algorithmic Explainability

Decision tree

Decision rules

Feature importance

Saliency mask

Partial dependence plot

Sensitivity analysis

Activation maximisation

model-
specific*

model-
agnostic
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Scope

*neural networks, tree ensembles, support vector machines

model (global) outcome (local)model inspection

https://doi.org/10.1016/j.inffus.2019.12.012
https://doi.org/10.1145/3236009


Algorithmic Explainability
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Hassan Khosravi, Simon Buckingham Shum, Guanliang Chen, Cristina Conati, Yi-Shan Tsai, Judy Kay, Simon Knight, Roberto Martinez-Maldonado, Shazia Sadiq, and Dragan 
Gašević. 2022. Explainable Artificial Intelligence in education. Computers and Education: Artificial Intelligence 3: 100074. https://doi.org/10.1016/j.caeai.2022.100074

https://doi.org/10.1016/j.caeai.2022.100074


Susan Bull. 2020. There are Open Learner Models About! IEEE Transactions on Learning Technologies 13, 2: 425–448. https://doi.org/10.1109/TLT.2020.2978473

Algorithmic Explainability

Open learner models often require 
algorithmic skill estimation
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https://doi.org/10.1109/TLT.2020.2978473


Algorithmic Explainability

Darius Afchar, Alessandro Melchiorre, Markus Schedl, Romain Hennequin, Elena Epure, and Manuel Moussallam. 2022. 
Explainability in Music Recommender Systems. AI Magazine 43, 2: 190–208. https://doi.org/10.1002/aaai.12056 11

AI

Which explanation 
do we use?

Who is the 
audience?

What is their 
context?

https://doi.org/10.1002/aaai.12056


Human-Centred Explainability

AI

Darius Afchar, Alessandro Melchiorre, Markus Schedl, Romain Hennequin, Elena Epure, and Manuel Moussallam. 2022. 
Explainability in Music Recommender Systems. AI Magazine 43, 2: 190–208. https://doi.org/10.1002/aaai.12056 12

Algorithmic Explainability

https://doi.org/10.1002/aaai.12056


13

Different people and contexts 

need different explainability solutions

Research goal: Design tailored explanations and 

evaluate how they affect people’s behaviour

(e.g., trust, understanding, motivation, learning)

Human-Centred Explainability
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Available exercises Recommended exercise

Learner profile Predicted progress/risk

Textual prompt Exam question

!

How can we control 
model outputs?
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Inge Molenaar. 2022. Towards hybrid human-AI learning technologies. European Journal of Education 57, 4: 632–645. https://doi.org/10.1111/ejed.12527

Also applies to 
other educational 

stakeholders

https://doi.org/10.1111/ejed.12527


Explanations Control
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What are suitable 
control mechanisms?



Explanations Control
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Explanations Control
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personalised maths practice with AI



competent

expert

beginner
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Recommender system



Explanations Control
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No explanation

Placebo explanation

Textual
explanation

Visual 
explanation
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Jeroen Ooge, Shotallo Kato, and Katrien Verbert. 2022. Explaining Recommendations in E-Learning: Effects on Adolescents’ Trust. 
In 27th International Conference on Intelligent User Interfaces (IUI ’22), 93–105. https://doi.org/10.1145/3490099.3511140

https://doi.org/10.1145/3490099.3511140
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Visual explanations can increase 
initial trust but may not be the most 
important factor for building it

Jeroen Ooge, Shotallo Kato, and Katrien Verbert. 2022. Explaining Recommendations in E-Learning: Effects on Adolescents’ Trust. 
In 27th International Conference on Intelligent User Interfaces (IUI ’22), 93–105. https://doi.org/10.1145/3490099.3511140

https://doi.org/10.1145/3490099.3511140


Explanations Control
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Jeroen Ooge, Leen Dereu, and Katrien Verbert. 2023. Steering Recommendations and Visualising Its Impact: Effects on Adolescents’ Trust in E-Learning Platforms. 
In Proceedings of the 28th International Conference on Intelligent User Interfaces (IUI ’23), 156–170. https://doi.org/10.1145/3581641.3584046

https://doi.org/10.1145/3581641.3584046
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Jeroen Ooge, Leen Dereu, and Katrien Verbert. 2023. Steering Recommendations and Visualising Its Impact: Effects on Adolescents’ Trust in E-Learning Platforms. 
In Proceedings of the 28th International Conference on Intelligent User Interfaces (IUI ’23), 156–170. https://doi.org/10.1145/3581641.3584046

https://doi.org/10.1145/3581641.3584046
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Jeroen Ooge, Leen Dereu, and Katrien Verbert. 2023. Steering Recommendations and Visualising Its Impact: Effects on Adolescents’ Trust in E-Learning Platforms. 
In Proceedings of the 28th International Conference on Intelligent User Interfaces (IUI ’23), 156–170. https://doi.org/10.1145/3581641.3584046

Trust in the platform
Reflection on own mastery 

and recommendations

https://doi.org/10.1145/3581641.3584046
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Jeroen Ooge, Leen Dereu, and Katrien Verbert. 2023. Steering Recommendations and Visualising Its Impact: Effects on Adolescents’ Trust in E-Learning Platforms. 
In Proceedings of the 28th International Conference on Intelligent User Interfaces (IUI ’23), 156–170. https://doi.org/10.1145/3581641.3584046

Trust in the platform due to 
more perceived transparency

Reflection on own mastery 
and recommendations

https://doi.org/10.1145/3581641.3584046


Jeroen Ooge, Leen Dereu, and Katrien Verbert. 2023. Steering Recommendations and Visualising Its Impact: Effects on Adolescents’ Trust in E-Learning Platforms. 
In Proceedings of the 28th International Conference on Intelligent User Interfaces (IUI ’23), 156–170. https://doi.org/10.1145/3581641.3584046

Seeing the impact of control can increase 
initial trust, but control mechanisms by 
themselves do not necessarily
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https://doi.org/10.1145/3581641.3584046


Explanations Control
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Impact on level if series 
is solved correctly

Jeroen Ooge, Arno Vanneste, Maxwell Szymanski, and Katrien Verbert. Under review.
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What-if explanations can encourage 
teenagers to try harder exercises, but do 
not necessarily affect initial trust, 
metacognition, motivation, or performance

Jeroen Ooge, Arno Vanneste, Maxwell Szymanski, and Katrien Verbert. Under review.



Explanations Control

33



Explanations Control
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Learner control: 
choose among 

recommendations

Jeroen Ooge, Joran De Braekeleer, and Katrien Verbert. 2024. Nudging Adolescents Towards Recommended Maths Exercises with Gameful Rewards. In: Artificial 
Intelligence in Education. AIED 2024. Lecture Notes in Computer Science, vol 14830. Springer, Cham. https://doi.org/10.1007/978-3-031-64299-9_28 

AI control: 
nudge towards most 
recommended items

https://doi.org/10.1007/978-3-031-64299-9_28


Explanations Control
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Transparency: 
visualise data used 

for outlier detection 

Anissa Faik. Bringing a New Perspective to the Classroom: Detecting and Explaining Student Outliers. Master’s thesis, 2023.



Explanations Control
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Maxwell Szymanski, Jeroen Ooge, Robin De Croon. Vero Vanden Abeele & Katrien Verbert. 2024. Feedback, Control, or Explanations? Supporting Teachers With Steerable 
Distractor-Generating AI. In Proceedings of the 14th Learning Analytics and Knowledge Conference, March 2024, 690–700, https://doi.org/10.1145/3636555.3636933 

Visualising similarity scores 
used for recommendation

Control over model 
parameters

https://doi.org/10.1145/3636555.3636933


Explanations Control
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Check out jeroenooge.be and 
reach out to collaborate*!

* researchers: involve me in projects
   teachers: participate in studies, exchange ideas
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